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PSASL: Pixel-Level and Superpixel-Level Aware
Subspace Learning for Hyperspectral

Image Classification
Jie Mei, Yuebin Wang , Liqiang Zhang , Bing Zhang , Suhong Liu, Panpan Zhu, and Yingchao Ren

Abstract— The performance of hyperspectral image (HSI) clas-
sification relies on the pixel information obtained from hundreds
of contiguous and narrow spectral bands. Existing approaches,
however, are limited to exploit an appropriate latent subspace
for data representation within the pixel-level or superpixel-
level. To utilize spectral information and spatial correlation
among pixels in HSI and avoid the “salt-and-pepper” problem
generated in the pixel-based HSI classification, a novel pixel-
level and superpixel-level aware subspace learning method called
PSASL is developed. The PSASL constructs the subspace learning
framework based on the reconstruction independent component
analysis algorithm. The spectral–spatial graph regularization
and label space regularization are developed as the pixel-level
constraints. To avoid the “salt-and-pepper” problem generated
in the pixel-based classification methods, superpixel-level con-
straints are introduced for integrating the data representations
defined in the subspace and class probabilities of the pixels
in the same superpixel. The subspace learning and the pixel-
level regularization are combined with the superpixel-level reg-
ularization to form a unified objective function. The solution
to the objective function is efficiently achieved by employing
a customized iterative algorithm, and it converges very fast.
A discriminative data representation and a universal multiclass
classifier are learned simultaneously. We test the PSASL on three
widely used HSI data sets. Experimental results demonstrate
the superior performance of our method over many recently
proposed methods in HSI classification.

Index Terms— Feedback information, hyperspectral
image (HSI) classification, pixel and superpixel, semisupervised
learning, subspace learning.
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I. INTRODUCTION

HYPERSPECTRAL image (HSI) classification has
become a challenging research topic in the computer

vision and remote sensing fields. Evaluation of the sim-
ilarity of two pixels induced by the high dimensional-
ity and the problem of limited training samples are two
prominent challenges in HSI classification [1], [35]–[39].
In recent years, many methods have been proposed to classify
HSIs [15], [33], [34], [40]–[46]. They are usually divided into
two types of approaches, i.e., pixel-level-based and superpixel-
level-based methods [28]–[30], [47]–[49].

Pixel-based HSI classification methods have appeared
in [2], [13]–[16], [57], and [58]. In [2], an HSI classification
algorithm based on discriminative conditional random field
was developed. Ma et al. [13] combined the local manifold
learning and k-nearest-neighbor (KNN) classifier for HSI
classification. In this framework, locally linear embedding,
local tangent space alignment, and Laplacian eigenmaps are
investigated with these classifiers. A semisupervised graph-
based method was proposed in [14]. It can well handle the
special characteristics of the HSI, namely, high-input dimen-
sion of pixels, few labeled samples, and spatial variabil-
ity of the spectral signature. Gao et al. [1] constructed a
bilayer graph-based learning framework for HSI classification.
A spectral–spatial feature learning method was proposed to
obtain robust features of HSI in [16]. It combines the spectral
feature learning and spatial feature learning into a hierarchical
structure. He et al. [51] provided a comprehensive overview
on the methods belonging to the category of spectral–spatial
classification in a unified context. A method based on the
generalization of concepts from mathematical morphology
to multichannel imagery was introduced [52] to analyze the
mixed pixel. The pixel-based classification approaches can
well exploit discriminant spectral information of each pixel
in the HSI. However, the classification accuracy is degraded
with the redundant information among the pixels. Due to
the noise and mixed spectral pixels in HSIs and lack of
contextual information among pixels, the pixel-level classi-
fication methods are likely to generate noisy appearance in
classification maps [17]. Dimensionality reduction and sparse
representation are effective solutions to reduce redundant
information among the pixels of HSIs. How to perform the
dimensionality reduction of the high-dimensional features and
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establish the neighboring relationship among the pixels from
the high-dimensional features are the key toward a successful
classification [1].

To a certain extent, dimensionality reduction is equal to sub-
space learning, that is, projects the original high-dimensional
feature space to a low-dimensional subspace where the statisti-
cal properties like independent component analysis (ICA) [18]
and principal component analysis (PCA) [19] can be well pre-
served. Based on a discriminative locally enhanced alignment
technique, a dimensionality reduction method was proposed to
maximize the distance between different classes and preserve
the intrinsic geometric structure of the data by the use of
labeled and unlabeled samples [20]. In [21], class separabil-
ity, neighborhood structure preservation, and nearest feature
line measurement were considered simultaneously to deter-
mine a transformation in the eigenspaces for dimensionality
reduction. Sparse representation is also a powerful tool for
extracting features from HSI [21]–[23], [59], [60]. A joint
collaborative representation classification method with multi-
task learning was designed for HSI classification. By using
the dictionaries of spectral, gradient, shape, and texture,
spare features are extracted for HSI classification. A similar
framework for dictionary training and feature extraction is
also found in [22] and [23]. Different from [21] and [22],
a multiscale adaptive sparse representation model is proposed
in [23]. In the regions with different scales, the comple-
mentary information is incorporated for HSI classification.
In [53], the task-driven dictionary learning (TDDL) algorithm
was proposed for the supervised dictionary learning method.
Sun et al. [53] proposed to enforce structured sparsity priors
on the TDDL method in order to improve the performance of
HSI classification.

For exploiting the contextual information among pixels,
the HSI classification method needs to contain neighborhood
covering or neighborhood importance with adaptive behavior
across the HSI. A typical group of methods are superpixel/
object/segmentation-based ones [54]–[56], where pixels
within objects were collaboratively utilized for classifica-
tion [51]. Among these works, superpixel-based classification
is adopted to establish the neighboring relationship among
the pixels. Superpixels are generated using the graph-based
algorithms like normalized cuts [24] and entropy rate
superpixel segmentation [25] or the gradient-descent-based
algorithms like simple linear iterative clustering [26] and
superpixels extracted via energy-driven sampling [27]. In [28],
superpixels instead of pixels are applied to the graphical
model to capture the contextual information and the spatial
dependence among the pixels. Fang et al. [29] considered a
superpixel in the HSI as a small spatial region whose size
and shape can be adaptively adjusted for different spatial
structures. In their approach, pixels within each superpixel
were jointly represented by a set of common atoms from a
dictionary via a joint sparse regularization. A superpixel-level
sparse representation classification framework with multitask
learning was developed in [30]. It exploited the class-level
sparsity prior and the correlation of neighboring pixels to fuse
multiple features. Based on the superpixels, a spectral–spatial

adaptive sparse representation method was proposed for HSI
compression by taking advantage of the spectral and spatial
information of HSIs [31]. Sparse representation can transform
spectral signatures of the pixels into sparse coefficients with
very few nonzero entries.

The superpixel-based classification approach can well avoid
the “salt-and-pepper” problem generated in the pixel-based
classification methods. Yet, the classification accuracy is
deteriorated if under-segmentation cannot be fully avoided
in superpixel-based approaches [17]. Li et al. [17] presented
a supervised HSI classification method by the probabilistic
fusion of pixel-level and superpixel-level classifiers. This
method generates superpixels from the first three principal
components using the PCA, which is difficult to describe
the spectral and spatial information of the pixels in each
superpixel. Moreover, the way for generating superpixels does
not consider the purity of each superpixel; thus, it decreases
the classification accuracy. In our method, we take the spectral
and spatial information and purity of the pixels in each of the
superpixels into account.

HSIs exhibit strong dependencies across spatial and spectral
neighbors, which have been proved to be useful for HSI
classification [2]. In this paper, a pixel-level and superpixel-
level aware subspace learning method (PSASL) is developed to
effectively use spectral and spatial correlations among pixels
in HSIs. Label space is utilized to extract pixel-based fea-
tures by means of subspace learning. Then, these constraints
including spectral–spatial information and label space are
integrated into the subspace learning procedure. Based on the
learned subspace of pixels, an adaptive mean shift-clustering
algorithm is employed to generate superpixels, which provides
feedback information to the subspace learning and cluster
results in the pixel-level. The feedback information is also
considered as the constraints of subspace learning. Thus, the
subspace learning and the constraints defined in the pixel-level
and superpixel-level form a unified objective function. The
objective function is solved by means of a customized iterative
algorithm. The overview of the PSASL for HSI classification
is shown in Fig. 1. We test our method on three widely used
HSI classification data sets. The experimental results show that
our method outperforms other HSI classification methods.

The main contributions of this paper are summarized as
follows.

1) The pixel-level regularization, superpixel-level regular-
ization, and a single predictive linear classifier are
explicitly integrated into a unified objective function for
subspace learning. The proposed method is very effec-
tive and efficient for semisupervised HSI classification.
It far outperforms the recently proposed methods in
terms of classification accuracy.

2) The spectral–spatial graph regularization and label space
regularization are developed as the pixel-level con-
straints for removing the redundant information in HSIs.
Superpixel constraints are further utilized to provide
feedback information to the subspace learning for avoid-
ing the “salt-and-pepper” problem generated in the
pixel-based classification methods.
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Fig. 1. Workflow of the PSASL for HSI classification. (a) Training HSI. (b) Learning process of the PSASL. (c) Classification results.

TABLE I

NOTATIONS AND DEFINITIONS

3) The solution to the objective function is efficiently
achieved by employing a customized iterative algorithm,
and it converges very fast.

For clarity, we illustrate important notations and definitions
throughout this paper in Table I.

II. PIXEL-LEVEL AND SUPERPIXEL-LEVEL

AWARE SUBSPACE LEARNING

In this section, we first construct the model of subspace
learning. Then, we integrate the constraints of spectral–spatial
graph and label space in the pixel-level into subspace learning.

Feedback information of the superpixel-level is provided for
subspace learning in the pixel-level.

A. Definition of Subspace Learning
The pixels X = {x1, x2, . . . , xn} of an HSI is rep-

resented by the matrix Z = [z1, z2, . . . , zn] ∈ R
d×n ,

where d denotes the dimension of spectral vector (number of
bands) and n represents the number of different image pixels.
To remove the redundant information, PSASL minimizes the
following objective function based on the reconstruction ICA
algorithms [3], [12]:

�1(W) = �WWT Z − Z�2
F + αg(WT Z) (1)

where W ∈ R
d×d �

is the subspace learning matrix, which
projects Z to a d �-dimensional feature space (d � < d).
α is a tradeoff factor. g is the nonlinear convex function
which is defined as a smooth l1 function, such as bnn[2],
cosh(WT Z) = (exp(WT Z) + exp(−WT Z))/2. The function
of cosh unites log function describing the penalty of the
approximated orthonormal constraint.

By means of the first term in (1), discriminative features
in the low-dimensional space can be obtained according to
the error minimization between the reconstructed data and the
original data.

B. Pixel-Level Constraints

Subspace learning only considers the information of single
pixels and ignores the relationships among the neighboring
pixels. For example, if the pixels are close or have the similar
data distributions, they have the higher probabilities belonging
to the same class. To make the feature of a pixel more
representative and discriminative in the subspace, the pixel-
level constraint is considered in the subspace learning process,
which mainly includes two components: spectral–spatial graph
regularization and label space regularization.

1) Spectral–Spatial Graph Regularization: From (1), it is
noted that the original redundant data can be reduced to

Authorized licensed use limited to: NANKAI UNIVERSITY. Downloaded on May 26,2021 at 07:48:47 UTC from IEEE Xplore.  Restrictions apply. 



MEI et al.: PSASL FOR HSI CLASSIFICATION 4281

low-dimensional data. For two pixels xi and x j in an HSI,
they are expected to satisfy the two following properties.

Property I: In terms of spectral information, if pixels
xi and x j have similar data distributions, they have similar
feature structures in a low-dimensional subspace.

Property II: In terms of spatial information, if the spatial
distance betweenxi and x j is close, they have similar feature
representations in a low-dimensional subspace.

Through the constraints of the spectral and spatial infor-
mation in the HSI, the subspace learning has the ability to
compress the highly correlated bands for making the feature
representation more discriminative.

Inspired by Property I, an adaptive graph GE is introduced
to describe the relationships among the pixels during the
subspace learning. As [4] and [5], the graph is constructed by
selecting the nearest neighbors and defining the similarities
among pixels. In GE , each vertex corresponds to one pixel xi ,
and the nearest neighbors are selected according to the weight
matrix U. U is defined using the following function:

Ui j =
�

exp(−r2
i j ) xi ∈ Nk1 (x j ) or x j ∈ Nk1(xi )

0 otherwise
(2)

ri j = �WT zi −WT z j �2 =
�

(zi −z j )T (WWT )(zi −z j ) (3)

where Nk1 (x j ) denotes the k1-nearest neighbors of the pixel x j

according to the distance ri j . From (2), it is observed that
the similarities among pixels are computed according to the
subspace learning matrix W.

After GE is constructed, we encode the learned pixel
features which simultaneously preserve the local visual
similarity among different pixels and satisfy the mani-
fold assumption [6]. The corresponding objective function is
defined as

�21(W) = 1

2

n�
i, j=1

Ui j �(WT Z)i − (WT Z) j�2
2

= tr((WT Z)LE (WT Z)T ) (4)

where LE = DE − U, DE is a diagonal matrix of which the
(i , i)th element equals to the sum of the i th row of U.

Inspired by Property II, we introduced a graph GA to
express the spatial relationships among pixels. Like GE , GA is
also constructed by selecting the nearest neighbors and
defining the similarities among pixels. Different from GE ,
the weight matrix V in GA is defined using the following
function:

Vi j =
⎧⎨
⎩exp

�
−�Pi − Pj �2

2

σ

	
xi ∈ Nk2 (x j ) or x j ∈ Nk2 (xi )

0 otherwise

(5)

where Pi represents the coordinate of the pixel xi . Nk2(x j )
denotes the k2-nearest neighbors of the pixel x j according
to the spatial distance �Pi − Pj�2. Through the constructed
graph GA, the manifold approach is combined into the

subspace learning by means of the following function:

�22(W) = 1

2

n�
i, j=1

Vi j �(WT Z)i − (WT Z) j�2
2

= tr((WT Z)LA(WT Z)T ) (6)

where LA = DA − V, DA is a diagonal matrix of which the
(i , i)th element equals to the sum of the i th row of V.

Combining (4) and (6), the spectral–spatial graph regular-
ization is formed as the following objective function:

�2(W) = 1

2

n�
i, j=1

(Ui j + βVi j )�(WT Z)i − (WT Z) j �2
2

= tr((WT Z)(LE + βLA)(WT Z)T ). (7)

2) Label Space Regularization: For label space regulariza-
tion, two pixels xi and x j in an HSI are expected to satisfy
the two following properties.

Property III: If xi and x j have similar data distribution, they
have the same labels in a low-dimensional subspace.

Property IV: If xi and x j have the same labels, their labels
in a low-dimensional subspace are consistent with those in the
original label space.

In light of the two properties III and IV, it is reasonable
to assume that the intraclass pixels of the original high-
dimensional feature space have more similar data structures
in a low-dimensional subspace, and the interclass pixels have
larger variations. For the semisupervised learning, the labels
of some pixels in training data should be given in the HSIs.

Considering the above conditions, manifold smoothness
with pixel labels is used to regularize the dimensionality
reduction by jointly learning the relevance scores among
different image pixels and subspace learning matrix W. The
objective function is as follows:

�3(F, W)

= 1

2

n�
i, j=1

(Ui j + βVi j )�Fi − F j �2
2 +

n�
i=1

�Fi − Yi�2
2

= tr(FT (LE + β LA)F) + tr((F − Y)T S(F − Y)) (8)

where S ∈ R
n×n is the diagonal matrix, in which the labeled

pixel samples Sii = 1; otherwise, Sii = 0. F and Y indicate
the predicted probability and the known labels of pixels.
Y ⊂ R

n×c and Yi j indicate the j th data of Yi . Yi j = 1
if xi belongs to the j th class; otherwise, Yi j = 0. In the
first term of (8), the classification scores and dimensionality
reduction matrix can be optimized simultaneously. The second
term introduces the actual label data integrating the first
term to learn the classification results with local and global
consistencies. Therefore, the neighboring pixels have the same
labels and the pixel classification results are consistent with
the given image pixel labels.

C. Superpixel-Level Constraints
In order to avoid the “salt-and-pepper” problem generated

in the pixel-based classification and offer the feedback infor-
mation about the quality of subspace learning, superpixel-
level constraints are introduced to further refine the HSI
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classification results. Pixels xi and x j in the same superpixel
with class purity are expected to satisfy the following property.

Property V: xi and x j have similar data representation and
labeling information.

In light of property V, we should keep the superpixels with
class purity from the HSI.

For an HSI, we generate m superpixels Q ={q1, q2, . . . , qm}
using the adaptive mean shift-clustering algorithm [32]. Each
pixel in a superpixel has similar spectral information, which
can be represented by the cluster center of the pixels. Consider
that the pixels contained in a superpixel have the same labels,
the objective function shown in (9) refines the subspace
learning matrix W from the superpixel-level, and the label
matrix F defined in the pixel-level

�4(W, F) =
n�

i=1

exp


��WT zi − μt
��2

2

δs

�
+ γ �F − Fs�2

F (9)

where μt is the center of the superpixel that zi belongs to,
and (Fs)i is the statistical label information of the superpixel
of xi .

Equation (9) is utilized to provide the constraints of sub-
space learning and labeling information for the HSI classi-
fication, which can minimize the average “impurity” of the
class distribution of the pixels in each superpixel in subspace
learning. In this procedure, we name “optimal superpixel.” The
choice of the superpixel, thus, attempts to find a consistent
overall segmentation, in which each segment contains pixels
belonging to only one of the learned categories. This simple
method allows us to consider full families of segmentation
components, rather than a unique and predetermined segmen-
tation. Once trained, the superpixel generation procedure is
parameter-free and requires no thresholds.

At the beginning, the purity of the superpixels is low due
to the insufficient learning of the subspace. As the number
of the iterations increases, the feedback information from the
superpixels to the subspace learning is more accurate. In the
optimal stage, more accurate data representation is achieved in
the procedure of subspace learning. As the superpixels with
class purity are derived, the performance of HSI classifica-
tion is, thus, enhanced.

D. Out-of-Sample Extension
From (8), the classification results only reflect the proba-

bilities of the vertices in GE and GA belonging to a certain
class. Thus, we only obtain the classification results of the
pixels that are vertices of the graphs. For the new image
pixels called out-of-sample data, we need to add them into the
graphs. Reconstruction of GE and GA is very time-consuming.
In order to classify out-of-sample data efficiently, the linear
regression is utilized to transform F into the linear classifier

�5(W, F, H, b) = �(WT Z)T H + 1bT − F�2
F (10)

where 1 ∈ R
n×1 represent the elements that are equal to 1.

We use the projection matrix H and bias b ∈ R
c×1 to classify

the out-of-sample pixels.
Considering the above constraints, the final objective func-

tion that the subspace learning model integrates the pixel-level

regularization and superpixel-level regularization is defined as

min
W,F,H,b

�1(W) + δ1�2(W) + δ2�3(F, W)

+ δ3�4(W, F) + δ4�5(W, F, H, b). (11)

Then, the final objective function is formed as follows:

min
W,F,H,b

�(W, F, H, b)

= min
W,F,H,b

� WWT Z−Z�2
F +αg(WT Z)

+ δ1tr((WT Z)( LE + βLA)(WT Z)T )

+ δ2(tr(FT (LE +βLA)F) + tr((F−Y)T S(F−Y)))

+ δ3



n�

i=1

exp



�WT zi −μt�2

2

δs

�
+γ �F−Fs�2

F

�

+ δ4�(WT Z)T H + 1bT − F�2
F (12)

where δ1, δ2, δ3, and δ4 are constants to balance the corre-
sponding terms.

III. OPTIMIZATION ALGORITHM

Given the nonlinear optimization in (12), solving the vari-
ables W, F, H, and b simultaneously is intractable by directly
applying gradient descent or Newton’s method due to the
highly nonlinear nature of �, which makes the gradient and
the Hessian difficult to compute. In this paper, we adopt a
customized iterative algorithm (Algorithm 1) to optimize the
variables in the PSASL, which is in the spirit of the least-
squares quantization [7]. In each iteration of the algorithm,
the variables W, F, H, and b are optimized sequentially by
taking the other three variables as constants. In this setting,
� can be regarded as the linear function of F, H, and b,
respectively, so that it can reach the minimum with respect to
F, H, and b without calculating the current gradient. Although
the optimization of W is still nonlinear, the dimension and the
difficulty of the optimization of W are significantly reduced
compared with a gradient descent scheme that optimizes the
four variables simultaneously. In the numerical tests, we find
that the iterations always converge. As the unknown H and b
are associated with the unknown W and F, respectively,
we only choose the starting points of W and F such that
their values are close to the minimum. The initial guess of W
is done by minimizing the first term in �1, while the initial
values of F are set by the KNN algorithm. The convergence
will stop once the number of iterations is larger than 30 or
|�t − �t−1|/�t−1 < 0.001, where �t is the value of the
objective function in the t th iteration. With some algebra,
the updating schedule is described in Sections III-A and III-B.

A. Optimization for H
H is solved when W, F, and b are fixed. The optimization

problem defined in (12) is written as follows:
min

H
�(H) = min

H
�( WT Z)T H + 1bT − F�2

F . (13)

Equation (13) presents an unconstrained optimization problem.
Assuming A = WT Z, we obtain the derivate of (13) with
respect to H, i.e.,

∂�(H)

∂H
= 2A( AT H + 1bT − F). (14)
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If AAT is a singular square matrix, B = (AAT + μI)−1;
otherwise, B = (AAT )−1, where μ is a small positive
constant, and I is the identity matrix. By setting the derivative
∂�(H)/∂H = 0, we obtain the following equation:

H = B(AF − A1bT ). (15)

B. Optimization for b
b is solved when W, F, and H are fixed. The optimization

problem defined in (12) is rewritten as follows:

min
b

�(b) = min
b

�( WT Z)T H + 1bT − F�2
F . (16)

Equation (16) presents an unconstrained optimization problem
for optimizing b. Based on some notations in the optimization
for H, we have the following:

b = 1

n
(FT 1 − HT A1). (17)

C. Optimization for F
When the values of W, H, andb are fixed, (12) is written as

min
F

�(F) = min
F

δ2(tr(FT LF) + tr((F − Y)T S(F − Y)))

+ δ3γ �F − Fs�2
F + δ4�( WT Z)T H+1bT −F�2

F

(18)

where L = LE + βLA. By substituting the expression for H
in (15) into (18), we obtain

�(F) = δ2(tr(FT LF) + tr((F − Y)T S(F − Y)))

+ δ3γ �F − Fs�2
F + δ4�( AT BA − I)(F − 1bT )�2

F .

(19)

It is an unconstrained optimization problem. The derivative
of (19) with respect to F is set to 0, then

∂L(F)

∂F
=2δ2(LF+SF−SY) + 2δ3γ (F − Fs) + 2δ4CF (20)

where C = (AT BA − I)T (AT BA − I). We have

F =
�

L + S + δ3γ

δ2
I + δ4

δ2
C
	−1 �

SY + δ3γ

δ2
Fs

	
. (21)

D. Optimization for W
When the values of F, H, and b are fixed, we rewrite (12)

as follows:
min

W
�(W)

= min
W,F,H,b

�WWT Z − Z�2
F + αg(WT Z)

+ δ1tr((WT Z)( LE + βLA)(WT Z)T )

+ δ2tr(FT (LE + β LA)F) + δ3

n�
i=1

exp



�WT zi −μt�2

2

δs

�

+ δ4�(WT Z)T H + 1bT − F�2
F . (22)

The objective function defined in (22) is minimized
through the unconstrained optimizer (e.g., L-BFGS or CG)
to update W. However, the update efficiency should not

Algorithm 1 PSASL
Input: Training set Z, parameters α, β, γ , δ1, δ2, δ3 and
δ4;
Initialization: W; ν0 = 0.1, νmax = 1010, ρ = 1.1; t1 = 0,
t2 = 0
While stopping criterion is not met do

1: While stopping criterion is not met do
1.1: Update W by Eq. (25) with the unconstrained

optimizer;
1.2: Update M by Eq. (28) with the unconstrained

optimizer ;
1.3: Update Lagrange multipliers by (T)new = (T)old +

ν (W − M);
1.4: Update ν by ν = min (ρν, max ν);
1.5: Update t1 = t1 + 1;

2: Construct the graphs GE and GA, and calculate LE and
LA;

3: Update F by F =


L + S + δ3γ
δ2

I + δ4
δ2

C
�−1


SY + δ3γ

δ2
Fs

�
;

4: Update H by H = B
�
AF − A1bT

�
;

5: Update b by b = 1
n

�
FT 1 − HT A1

�
;

6: Update t2 = t2 + 1;
7: Obtain the optimal solution W, F, H and b.

Output: The matrix F, H and b.

be overlooked. Aiming to enhance the performance of
Algorithm 1, the auxiliary matrix M is introduced to sepa-
rate (22). Then, (22) is transformed into a new style

min
W,M

�(W, M) = min
W,M

�WWT Z − Z�2
F + αg(WT Z)

+ δ1tr((MT Z)((LE )M + βLA)(MT Z)T )

+ δ2tr(FT ((LE )M + βLA)F)

+ δ3

n�
i=1

exp



�WT zi − μt�2

2

δs

�

+ δ4�(WT Z)T H + 1bT − F�2
F

s.t. W = M (23)

where (LE )M denotes the Laplacian matrix LE constructed by
the matrix M.

Equation (23) is solved by means of the linearized alter-
nating direction method with adaptive penalty (LADMAP [8].
The augmented Lagrangian function of (23) is

L(W, M, T, ν) = �WWT Z − Z�2
F + αg(WT Z)

+ δ1tr((MT Z)((LE )M + βL A)(MT Z)T )

+ δ2tr(FT ((LE )M + βL A)F)

+ δ3

n�
i=1

exp



�WT zi − μt�2

2

δs

�

+ δ4�(WT Z)T H + 1bT − F�2
F

+ �T, W − M� + ν

2
�W − M�2

F
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= �WWT Z − Z�2
F + αg(WT Z)

+ δ1tr((MT Z)((LE )M + βL A)(MT Z)T )

+ δ2tr(FT ((LE )M + βL A)F)

+ δ3

n�
i=1

exp



�WT zi − μt�2

2

δs

�

+ δ4�(WT Z)T H + 1bT − F�2
F

+ ν

2

����W − M + T
ν

����
2

F
− 1

2ν
�T�2

F (24)

where T is the Lagrangian multiplier, and ν > 0 is a penalty
parameter. Equation (24) describes an unconstrained problem,
and it can be optimized with respect to W and M by fixing
other variables. With some algebra, the updating schedule is
described in the following section.

For updating W, by considering other variants as the
constants, (24) can be rewritten as

min
W

L(W) = min
W

�WWT Z − Z�2
F + αg(WT Z)

+ δ3

n�
i=1

exp



�WT zi − μt�2

2

δs

�

+ δ4�(WT Z)T H + 1bT − F�2
F

+ν

2

����W − M + T
ν

����
2

F
. (25)

The derivative of (25) with respect to W is computed, and
then, we have the following result:
∂L(W)

∂W
= 2( WWT ZZT + ZZT WWT − 2ZZT )W

+ α
∂g(WT Z)

∂W
+ 2

δ3

δs

n�
i=1

exp



�WT zi − μt�2

2

δs

�

× �zi zT
i W − ziμ

T
t

�
+ 2δ4Z((WT Z)T H + 1bT − F)HT

+ ν

�
W − M + T1

ν

	
(26)

where

∂g(WT Z)

∂Wi j
=

n�
k=1

tanh
�
WT

i zk
�
z j k . (27)

Given a training data matrix Z, we compute the function cost
of (25) and the gradient using (26). Then, the objective func-
tion defined in (25) is minimized through the unconstrained
optimizer (e.g., L-BFGS) to update W.

For updating M, by considering other variants as the
constants, (25) can be rewritten as

min
M

L(M) = min
M

δ1tr((MT Z)((LE )M + βL A)(MT Z)T )

+ δ2tr(FT ((LE )M + βL A)F)

+ ν

2
�W − M + T1

ν
�2

F

TABLE II

LAND COVER CLASSES WITH SAMPLES NUMBER
FOR THE INDIAN PINES DATA SET

= min
M

δ1

2

n�
i, j=1

(Ui j + βVij )�(MT Z)i −(MT Z) j�2
2

+ δ2

2

n�
i, j=1

(Ui j + βVij )�Fi − F j�2
2

+ ν

2

����W − M + T1

ν

����
2

F
. (28)

In (28), we use the chain rule to compute the derivative of M.
The objective function defined in (28) is minimized through
the unconstrained optimizer to update M.

The Lagrangian multiplier is updated as follows:
(T)new = (T)old + ν(W − M). (29)

IV. EXPERIMENTS

In this section, we evaluate the performance of the proposed
method PSASL for HSI classification. We first briefly describe
the used HSI data. Afterward, we compare the classification
results of the PSASL.

A. Experimental Data Sets

Three HSI data sets are used to evaluate the performance
of the proposed method.

The first data set is the Indian Pines data set which was
gathered by AVIRIS sensor over the Indian Pines test site of
North-Western Indiana in 1992. It consists of 145×145 pixels
and 224 spectral reflectance bands in the wavelength range
0.4–2.5 μm with a spatial resolution of 20 m. The bands
covering the region of water absorption (104–108, 150–163,
and 220) are removed and hence, 200 out of the 224 bands
are preserved. It contains 10 classes and 9620 labeled pixels.
The detailed information about the data is listed in Table II.

The second data set is the Salinas data set, which was
collected by the 224-band AVIRIS sensor over Salinas Valley,
CA, USA. The image size is 512×217 pixels and is character-
ized by high spatial resolution (3.7-m pixels). As with Indian
Pines data set, 20 water absorption bands (108–112, 154–167,
and 224) out of 224 bands are discarded; thus, 204 bands
are used in our experiment. The Salinas data set contains
16 classes and 54 129 labeled pixels, as shown in Table III.
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TABLE III

LAND COVER CLASSES WITH SAMPLES NUMBER
FOR THE SALINAS DATA SET

TABLE IV

LAND COVER CLASSES WITH SAMPLES NUMBER

FOR THE PAVIA UNIVERSITY DATA SET

The third data set is the University of Pavia data
set (PaviaU), which was acquired by the ROSIS-03 sensor over
an urban area, Northern Italy. The spatial size is 610 × 340
and the geometric resolution is 1.3 m. The 12 noisy bands are
removed and 103 out of the 115 bands are used in our exper-
iment. There are nine classes in PaviaU and 42 776 labeled
pixels. The details are listed in Table IV.

In Tables II–IV, only 20 labeled samples are listed. Different
numbers of labeled pixels are utilized to classify HSIs.

B. Comparisons With Other Approaches
Since the PSASL is semisupervised, we mainly com-

pare it with the five semisupervised approaches in terms
of HSI classification accuracy, i.e., flexible manifold
embedding (FME) [4], linear manifold regularization for
large-scale semisupervised learning (LapRLS) [9], discrimi-
nating joint feature analysis for multimedia data understand-
ing (SFSS) [10], learning a nonnegative sparse graph for
linear regression (NNSG) [11], and learning a discrimina-
tive distance metric with label consistency (DDML-LC) for
scene classification [50]. We also compare with two classical
supervised methods SVM [61] and SVM-MRF [62].

In the FME, LapRLS, SFSS, and DDML-LC, the num-
ber of the nearest neighbors is selected from the set

{3, 4, 5, 6, 7, 8, 9, 10}. The distances of the pixel features
are calculated using Ui j = e−(�Zi −Z j �2/σ ) in the FME and
LapRLS, where σ is the heat kernel, and it is selected from the
set {10−9, 10−8, . . . , 108, 109}. In the SFSS, Ui j = 1 when Zi

and Z j are the nearest neighbors; otherwise, Ui j = 0. In the
DDML-LC, the optimized feature transformation matrix is
used to compute the distances between pixels by means of the
Mahalanobis distance. The defined graph learning functions
can give the number of the nearest neighbors and compute
the pixel feature distances in the NNSG. In the PSASL, the
numbers of k1 and k2 are chosen from the set {3, 4, 5, 6, 7,
8, 9, 10}. σ is also selected from the set {10−9, 10−8, . . . ,
108, 109}. In the FME, LapRLS, SFSS, NNSG, DDML-LC,
and PSASL, the parameters δ1, δ2, δ3, and δ4 are tuned from
the set {10−9, 10−8, . . . , 108, 109}, respectively.

In the Indian Pines data set, we randomly select 30%
samples as the semisupervised classification data, and the rest
are taken as the out-of-sample data, i.e., testing data. While
there are too many pixels in the Salinas and PaviaU data sets,
we randomly select 10% samples as the training data and the
remaining pixels are the testing data. We further randomly
select s samples from the semisupervised classification data
as the labeled data; s is set to 3, 5, 10, and 20, respectively.
The remaining data are unlabeled data (noted by Unlabel). For
the two supervised methods SVM and SVM-MRF, to compare
with other semisupervised methods, the same amount of
labeled training data are randomly selected, such as 3, 5, 10,
and 20 labeled samples, and the remaining data are used as
testing data.

C. Experimental Results
We report the HSI classification accuracy over randomly

split unlabeled data set and unseen test data set, which are
referred to as Unlabel and Test, respectively (see Tables V–VII
and Figs. 2–7). To evaluate the classification results, three
metrics of overall accuracy, average accuracy, and Kappa
coefficient are used.

From the results listed in Tables V–VII and illustrated
in Figs. 2–7, we derive the following observations.

1) Compared with the recently proposed methods,
the PSASL achieves the best results for all Unlabel and
Test samples. The classification accuracies on the three
data sets obtained by the PSASL are higher than those
obtained by other semisupervised methods. Compared
with the supervised methods SVM and SVM-MRF,
the PSASL also obtain better classification accuracy
of testing data. It indicates that the PSASL is very
effective on HSI classification.

2) With the number of the labeled pixels increasing as
shown in Figs. 2–4, the classification accuracies for
all the compared classifiers are increased. In addition,
higher overall classification accuracies are obtained by
the PSASL with varying numbers of training samples,
demonstrating that the PSASL far outperforms the other
compared methods. Since the PSASL embeds the
spectral–spatial graph and label space constraint into the
subspace learning, the constructed graph can well reflect
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TABLE V

SEMISUPERVISED HSI CLASSIFICATION RESULTS (%) BY SELECTING 20 LABELED SAMPLES FOR EACH CLASS ON THE INDIAN PINES DATA SET

TABLE VI

SEMISUPERVISED HSI CLASSIFICATION RESULTS (%) BY SELECTING 20 LABELED SAMPLES FOR EACH CLASS ON THE SALINAS DATA SET

the relationships between image pixels in HSI. Then,
the PSASL achieves much better HSI classification
results.

3) From Figs. 5–7, the PSASL has more compact HSI
classification results on the three data sets. It also
validates that the superpixel generation procedure can
provide useful feedback information for the subspace
learning in the pixel-level.

D. Independent Analysis of the Regularization Terms
To verify the contribution of each term in the objective

function (12), we compare the independent regularization (IR)
and the joint regularizations for HSI classification. As follows,

the joint objective function can be divided into the three
learning models.

1) IR1: IR1 is the subspace learning, which removes the
redundant information by using the reconstruction ICA
algorithm

min
W

�WWT Z − Z�2
F + αg(WT Z). (30)

2) IR2: To make the subspace learning compress the highly
correlated bands for making the feature representation
more discriminative, IR2 adds the constraints of the
spectral and spatial information in the HSI to the
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TABLE VII

SEMISUPERVISED HSI CLASSIFICATION RESULTS (%) BY SELECTING 20 LABELED SAMPLES FOR EACH CLASS ON THE PAVIAU DATA SET

Fig. 2. Classification results for the Indian Pines data set with varying numbers of labeled samples. (a) Classification results of the unlabeled data by FME,
LapRLS, SFSS, NNSG, DDML-LC, and the PSASL, respectively. (b) Classification results of the testing data by SVM, SVM-MRF, FME, LapRLS, SFSS,
NNSG, DDML-LC, and the PSASL, respectively.

Fig. 3. Classification results of the Salinas data set with varying numbers of labeled samples. (a) Classification results of the unlabeled data by FME,
LapRLS, SFSS, NNSG, DDML-LC, and the PSASL, respectively. (b) Classification results of the testing data by SVM, SVM-MRF, FME, LapRLS, SFSS,
NNSG, DDML-LC, and the PSASL, respectively.

objective function based on IR1

min
W

�WWT Z − Z�2
F + αg(WT Z)

+δ1tr((WT Z)( LE + βLA)(WT Z)T ). (31)

3) IR3: Based on IR2, IR3 further adds superpixel-level
constraints to avoid the “salt-and-pepper” problem gen-
erated in the pixel-based classification and offer the
feedback information about the quality of subspace

learning

min
W

�WWT Z − Z�2
F + αg(WT Z)

+ δ1tr((WT Z)( LE + βLA)(WT Z)T )

+ δ3



n�

i=1

exp



�WT zi −μt�2

2

δs

�
+γ �F−Fs�2

F

�
.

(32)

For IR1, IR2, and IR3, the following classification func-
tion is learned independently from the feature learning for
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Fig. 4. Classification results of the PaviaU data set with varying numbers of labeled samples. (a) Classification results of the unlabeled data by FME,
LapRLS, SFSS, NNSG, DDML-LC, and the PSASL, respectively. (b) Classification results of the testing data by SVM, SVM-MRF, FME, LapRLS, SFSS,
NNSG, DDML-LC, and the PSASL, respectively.

Fig. 5. Classification maps of the Indian Pine data set. (a) False-color image. (b) Ground truth. (c)–(j) Classification maps obtained by SVM, SVM-MRF,
FME, LapRLS, SFSS, NNSG, DDML-LC, and PSASL, respectively.

semisupervised HSI classification:
min

W,F,H,b
(tr(FT (LE + β LA)F) + tr((F − Y)T S(F − Y)))

+ δ4�(WT Z)T H + 1bT − F�2
F . (33)

We randomly select 30% samples of the Indian Pines data
set, 10% samples of the Salinas and PaviaU data sets as the
training data, and set s = 20 for the three data sets. The
classification results of unlabeled data and testing data are
reported in Tables VIII–X.

From Tables VIII–X, we have the following observations.
1) Since the spectral–spatial graph regularization make the

feature representation more discriminative by compress-
ing the highly correlated bands, the classification results
of IR2 are better than IR1.

2) IR3 outperforms IR2 because the superpixel-level con-
straint in IR3 can avoid the “salt-and-pepper” problem
generated in the pixel-based classification.

3) Compared with IR1, IR2, and IR3, PSASL obtains
the best classification results due to the joint learning
framework.

TABLE VIII

SEMISUPERVISED HSI CLASSIFICATION ACCURACY (%)
BY SELECTING 20 LABELED SAMPLES FOR EACH

CLASS ON THE INDIAN PINES DATA SET

E. Parameters Analysis

In the PSASL, seven parameters α, β, γ , δ1, δ2, δ3, and δ4
need to be tuned in each data set. We set α = 0.1, β = 0.001,
and γ = 0.0001 in the experiments and mainly discuss the
influences of the parameters δ1, δ2, δ3, and δ4 on the HSI
classification results.

The parameters δ1, δ2, δ3, and δ4 are related to the
terms of spectral–spatial graph regularization, label space
regularization, superpixel-level constraint, and out-of-sample
extension, respectively. As shown in Fig. 8, we have to tune
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Fig. 6. Classification maps of the Salinas data set. (a) False-color image. (b) Ground truth. (c)–(j) Classification maps obtained by SVM, SVM-MRF, FME,
LapRLS, SFSS, NNSG, DDML-LC, and PSASL, respectively.

Fig. 7. Classification maps of the PaviaU data set. (a) False-color image. (b) Ground truth. (c)–(j) Classification maps obtained by SVM, SVM-MRF, FME,
LapRLS, SFSS, NNSG, DDML-LC, and PSASL, respectively.

the parameters when we classify each data set. The parameters
that make the HSI classification results the best are different
for each data set since each data set has its own distinctive
features. We find that the values of δ1, δ2, and δ3 are larger

than δ4 on the three data sets, which proves that the spectral–
spatial graph regularization, label space regularization, and
superpixel-level constraint play more important roles in sub-
space learning than the out-of-sample extension. From Fig. 8,
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TABLE IX

SEMISUPERVISED HSI CLASSIFICATION ACCURACY (%) BY SELECTING
20 LABELED SAMPLES FOR EACH CLASS ON THE SALINAS DATA SET

TABLE X

SEMISUPERVISED HSI CLASSIFICATION ACCURACY (%) BY SELECTING

20 LABELED SAMPLES FOR EACH CLASS ON THE PAVIAU DATA SET

Fig. 8. Influences of different values of the parameters on the semisupervised
classification results. (a) and (b) Influences of different values of δ1, δ2, δ3,
and δ4 on the classification results for Indian Pines data set. (c) and (d) Influ-
ences of different values of δ1, δ2, δ3, and δ4 on the classification results
for Salinas data set. (e) and (f) Influences of different values of δ1, δ2, δ3,
and δ4 on the classification results for PaviaU data set.

it is noted that δ1, δ2, and δ3 are nearly the same, which
indicates that the constraints of the pixel-level and superpixel-
level are equally important in the subspace learning.

According to the magnitude among different parts of the
objective function, we obtain the initial values of the parame-
ters δ1, δ2, δ3, and δ4. The best values of these parameters
should refer to the classification performance of the training
data. In general, the best classification results for the three

Fig. 9. Convergence processes of different data sets. (a) Indian Pines data set.
(b) Salinas data set. (c) PaviaU data set.

data sets are achieved when the four parameters δ1, δ2, δ3,
and δ4 are close to 10−6, 10−5, 10−6, and 10−5, respectively.

F. Algorithmic Convergence
Solving the variables W, F, H, and b in (12) simulta-

neously is very difficult due to the highly nonlinear nature
of (12). Inspired by the least-squares quantization, we adopt
a customized iterative algorithm to optimize the variables.
The objective function can converge to a local optimum by
using Algorithm 1. Four variables W, F, H, and b need to
be optimized in (12). In each iteration, with the help of the
LADMAP, the process for optimizing W makes the objective
function achieves a local minimum as other variables are
fixed. The functions of optimizing F, H, and bare convex,
and thus, they are convergent. With the optimized variables,
the objective function can converge to a local optimum.

The convergence processes under different data sets are
shown in Fig. 9. It is noted that (12) can converge to a local
optimum (or even a global minimum) and converge very fast.
Equation (12) usually reaches the convergence within about
five iterations for each HSI data set. Therefore, the proposed
solution in Algorithm 1 is very effective.
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V. CONCLUSION

In this paper, the PSASL, which is an approach for PSASL,
is proposed for HSI classification. The main contribution
of the PSASL lies in explicitly integrating the pixel-level
regularization, superpixel-level regularization, and the single
predictive linear classifier into the objective function for
subspace learning. In order to avoid the “salt-and-pepper”
problem generated in the pixel-based classification methods,
superpixels are adopted to add the constraint of subspace
learning and refine the HSI classification results. By means
of keeping the purity of the distribution of category pixels
in subspace learning and clustering results, the generated
superpixels provide feedback information to the subspace
learning and cluster results in the pixel-level. The solu-
tion to the objective function is efficiently achieved by
employing a customized iterative algorithm, and it converges
very fast.

Experimental results on three data sets show the effective-
ness of the PSASL. The classification accuracies obtained by
the PSASL are higher than those obtained by many recently
proposed methods.

In future work, we will combine the PSASL with deep
learning structure to automatically learn more representative
features of the pixels for further enhancing performance of
HSI classification.
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